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Abstract

This paper presents an appropriate numerical method to solve nonlinear Fredholm
integro-differential equations with time delay. Its approach is based on the Taylor
expansion. This method converts the integro-differential equation and the given conditions
into the matrix equation which corresponds to a system of nonlinear algebraic equations
with unknown Taylor expansion coefficients, so that the solution of this system yields the
Taylor expansion coefficients of the solution function. Then, the performance of the

method is evaluated with some examples.

1. Introduction

There are limited methods for solving nonlinear Fredholm integro-differential
equations with time delay. Many authors have presented numerical methods for solving
integro-differential equations, for example, Galerkin method [3], Rationalized Haar
functions method [4], Varitional Iteration method [5], Walsh series method [6], Semi
orthogonal spline wavelets method [7] and Taylor collocation method [8]. Taylor
collocation method is a numerical technique that depends on Taylor expansion. This
method for Fredholm integral equations was presented by Kenwall and Liu [9], and was
used for solving differential equations, difference equations, differential-difference
equations, Pantograph equations [10] and integral equations [11-13]. Then, this method
was extended by Sezer to Fredholm integro-differential equations [14] and linear

Fredholm integro-differential equations with time delay.
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In this paper, the Taylor polynomials are used for approximating the solution of

nonlinear Fredholm integro-differential equations with time delay

iPk(x)y“)(x)+ZR*<x>y“’(x—r>=f<x>+ij(x,t)[y(t—r)]" d; 20, a<x<b, (1)

k=0

that has a unique solution, with the mixed conditions:

m—1
dlay vy @) +by yP D) e,y (=4, i=01....m-1, a<c<b, (2)
k=0
where a, ,b, , c,,and A are given real constants and P,(x), P'(x), K(xf) and f(x) are

given functions. In this paper we express the mentioned known functions by truncated

Taylor expansion of degree N at x=cand also consider unknown function y(x) about

¢ point of degree N as

N (n)
)’(x)zzy nfc)(x—c)", a<c<b, N>m. (3)

2. Matrix relations

Considering the Eq. (1) and finding the truncated Taylor expansion of degree N of

each function in the equation at x=c and their matrix representations, we first assume

the solution y(x) and express in the matrix form:

Y =X"MY, 4

where

X =[1, (x=c¢), (x=¢)*,....,(x=)"T",

'& 0O 0 - 0] y ©

0 f O 0 y (©
M,=|0 0 4 0|, Y=l 3% |-

0 0 0 -

) ) Ly ©]

Now we assume function F,(x) v (x) of differential part of Eq. (1) that is truncated

Taylor expansion of degree N at x=c in the form:

51
B0y P (x) =3 —

n=0 M-

[B)(x) y P ()] (x—¢)", 5)
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By applying the Leibnitz’s rule:

[Py (x)y' ™ (x)](2, = Z U P () y D (o),
i=0 \!

relation (5) becomes:

Py(x)y P (x) =) Z %("j P (e) y P () (x = ).

n=0 i=0 l

Therefore, it has the matrix form:
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Bx)y"(x)=X"RY, (6)
where
PO _
010! 0 0 - 0
B B
110! 0n! 0 0
h= R’ R'© B© 0
210! [N 012! :
V@ B0 BP0 BV
| NIO! (N-DI! (N-2)!2! OIN! |

In a similar way, we will have:

P(x)yP(x)=X"RY, k=1,2,...,m,

where
r 0
0 0o Ao 0 0
0!0!
P(l)m P(O)(c)
k k
0 0 110! 0! 0
2 1 0
0 0 B () B ) B )
210! 1! 012!
P 0 0 Pk(N—k)(c) }7((N—k—l)(c) Pk(N—k—Z)
k (N—k)10! (N—k=D)11! (N—k—2)12!
0 O P]((N7k+l)((‘) P’((ka)((‘) P]((N*k*l)((‘
(N—k+1)10! (N=K)!1! (N—k—1)12!
= -~ 3
0 0 Ao B e
(N=1)10! (N=2)!1! (N=3)12!
N N-1 N-2
0 0 PN (o PN () PV ()
L N10! (N-D!! (N-2)!2!
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Pk( )(c) Pk( )(L'>
I(N=k=1)! ONN—k)!
B ) [ AC)
2 N—k—1)! 0(N—=k)!
B ) [AG
K\(N—k=1)! (k=D)((N—k)!
k+1 k
B ) A )
(k+1)(N—k—1)! KN—K)!

)

" ®)


https://jsci.khu.ac.ir/article-1-1332-en.html

[ Downloaded from jsci.khu.ac.ir on 2024-04-09 |

Approximate Solution of Nonlinear Fredholm... Y. Ordokhani, M. J. Mohtashami

Now in a similar way, we consider Taylor expansion of degree N function
P (x) y"” (x—7) of differential part of Eq. (1) at x =c, that is in the form:

P (x)y"(x-1)= }:-—[P )y (x-D1" (x-¢)", r=0,1,.,1. 9

nOn

By applying the Leibnitz’s rule, its substitution in expression (9) becomes:

R0y G-n=33 ( j P (0) y O (=) (x—c)",

n=0i=0 1

Therefore, it has the matrix form:

P (x)y"(x=7)=Xx"PY,, r=01,..,1, (10)

where
(0 0 (N) T
Y, =[y"c=0,5" (=) yV (-] . (1)

P9 (¢) instead of P (c)in the

r

And P’ can be obtained by substituting the quantities
matrix F, .

Now by substituting (x—7) for x in Eq. (3) and using derivative, we will have:

N

o)
y D (x—7)= Zy (C)(x T—c)",

N (n)
(1)(x T) Z Yy (C) (X r— C)” 1

T (n—-D!
N (n)
O (7~ y'(c) o an=2
V(x—1) ;(n_z)!(x T—c)
(12)
N (n)
(N) y (C) n—N
(x—7)= Z —N)' —7—¢)"N,
System (12) writes in the matrix form:
Y,=X.v, (13)
where X, is as follows:
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1 2 N
1 (=) (=7) (=7)
0! 1! 21 N!
1 N-1
v L &7 (=7)
0! 1! (N -1)!
X, = N-2
‘ 0 0 L (_T)
0! (N -2)!
1
0 0 0 —
L 0! i

Now by substituting Eq. (13) for Eq. (10), we get the following matrix representation:
Pr(x)y(x=17)=Xx"PY,=X"P'X,Y, (14)

Also f(x)and k(x,t) are approximated by the Taylor expansion of degree N as:
f(x)=X"M F, K(x,t)=X"KT, (15)

where

0 1 N T 1 9"™K ’
F :[f( )(C)’f( )(c)""’f( )(C)] K= (knm)(N+l)><(N+1)’ knm = (0 >

m!n! ox"ot"

mn=0,1,...,N.
and
T=[1,(t—c),(t=c),...(t=c)"]".
Now by using the Cauchy product of n series, the matrix form of function y(x), is

written as:

V') =X, Yo, (16)

where

Z Z Z y k_ y kok y’ﬂ " yk\

- 2 | kok0 w0 (B DK =k DL.(k —k)I0-k)!

Y
— yki ykﬂ—kkI "'ykl—kz ykl—kl

_ 3 I Z

Yn_ . —| k=0 k=0 =0 (k )’(k _kn,l)!“'(kl_kz)!(l_kl)! ?
_nN_

- N -k k.
E S E ykn—\ ykn—z k. o ykl —*, yan —+,

i e (e )UK~k )Lk —k )N =k )! |
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that y =0for m > N, and
X =[1,(x—0),(x=0), .o, (x—0)" T,

Therefore,

Y (t=17)=Ta(t=T)Y, (17)
where

T.(t—7)=[l, (t~7~c), t—T—c),.,(t—T— )™ .
Now, for integral part, we apply relations (15) and (17):

I:K(x,t)y”(t—r)dt ~ j:XT KTT,(t—=7)Yndi=X" KHY., (18)

as if:

h _ (b_,z._c)i+j+l_(a_,z._c)i+j+l
i i+j+1 ’

H=["TT (~0di =[h,). i=0,1...N, j=0,L...nN,

By putting matrix relations (6), (7), (14), (15) and (18) into Eq. (1), we get:

m 1 * _
QP +Y P X,)Y—(KH)Y,=MF. (19)
k=0 =0

Now we get the matrix representation of the mixed conditions (2). By using relation

(12), we find the matrix form y* at the point a, b and ¢ as:

y*®(@)=P"M,Y, (20)
yOb)=0"M,Y, 21
y(c)=R"MY, (22)

as if:
P=[l, (a=c), (a=c)*,...(a=)"T,
Q:[L (b—C), (b_c)Z’""(b_C)N]T’

R=[1,0,0,..,0]",
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é 0
0o 4 0
M, = 0 m
00 ..00O0 0
00 ...0 0 .. O Jvanxva

By putting the matrix relations (20), (21) and (22) into Eq. (2), we obtain:

m—1
D {a P +b, Q" +c, R\IMY =[4]. i=01,...,m—1,

k=0

Let us define U, as:

m—1
U,=> {a,P" +b, 0" +c, R"IM, =[uu,....u ] i=0,1,....m=1,  (23)

k=0

Thus, the matrix form of conditions (2) becomes:

Uy =[41. (24)
3. Method of solution
Let us consider the matrix representation Eq. (1) in the form of relation (19). We, then,
define:
WY -VY,=M,F, (25)
where

m /
W=[w,1=Q_PB+>.P'X,), i,j=0]1..,N.
k=0 r=0
V=,=KH, p,q=0,1....N.

Eq. (25) can be written in the form of:
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) . 0
Woo Yar - Wav > Yo Yu - v 0 o
wow w V. v oo Lo
i | ™o 1 - WMiv 0 Mo s UN 0 T
W:V:M, Al
(26)
W w W L V.V v R
Who Wi s Waw 0 Yo Yo Y 0 T

We now consider the matrix Eq. (24) that corresponds to conditions (2), in the following
form:

(U, A= [t tyseorttys A, i=0,1,..,m—1. 27)

To obtain the solution of Eq. (1) under conditions (2), we replace the rows of matrix

(27) by the last m rows of the matrix (26). So we will have the following matrix:

f(O)( )
w('),o W(Y),l M/E),N 2 vo,o vo,l vo,N 2 0!
. e
1,0 Wl,l Wl,N 4 vl,o Vl,l VI,N ’ 1!
— o~ o~ ) f(Nﬁﬂ) (©
|:W;V: F :| = ""N-mo N-m, Nemk 7 Vvemo Vaema N-mN (N-m)! |, (28)
uo,o uO.l uO.N > 0 0 0 > /70
ul.O ul,l ul.N > 0 0 0 > ﬂl
5
L m-10 um—l,l um—l,N ; 0 0 0 ; ﬂ/m—l |
After solving nonlinear system:
WYy -vY.=F, (29)

where

20 Y0 SN () T
[ C, 1!6, o (N m)vc ’ﬂoﬁl m—l]'

using mathematical software version 5.1, and applying Newton-Raphson iterative

method, the unknown Taylor coefficients y"(x) for n=0,1,...,N are obtained. When

it is placed into the relation (3), the approximation solution y(x) is found.
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4. Evaluating the method with numerical examples

Example 1. Let us consider the nonlinear Fredholm integro-differential equation:

—xy () +xy () + y(xX)+y (x=D+ y(x—1) :12x—%+j;t[y(t—1)]2 dr,

with conditions y(0) =—1, y' (0) =4 . Then, the exact solution is y(x) =4x—1.

In this example, we have:

B()=LPx)=xPx)=-x B (x)=LE (=1 f()=12x-3 Kxn=rr=1

Nonlinear system of relation (25) is:
[P +P+B+(P +P)X_IY-[KH]Y>=M,F.
By applying the method of part (3), with N =1, we get:
Yo =—1Ly =4.

By placing these coefficients into Eq. (3), the solution y(x) =4x—1, which is the same

exact solution, is obtained.

Example 2. Consider the third-order nonlinear Fredholm integro-differential equation

with the following mixed conditions:

YO+ ¥ = F+ [ lya-DF s,

¥(0)=0, y'(0)=0, y (0)=2.
It has the exact solution of y(x) = x* —2x’ + x°, and:

— 4 2 4516
f)=x"-2xX+x +24x -5

By applying the method of part (3), with N =4, we will have:
Y%=0,3=0,y=2 y=-12,y, =24.

So the approximate solution is y(x) = x* —2x’ + x>, which is the same exact solution.

Example 3. Consider the second-order nonlinear Fredholm integro-differential
equation:

—y () +y(x)=—1+ xCosx+SiT”2+ Sinx + J.:[y(t —DJdt,
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with mixed conditions y(0) =0, yV(O) =1,which has the exact solution of y(x)=sin(x) .

We will have the same result, selecting N =4 and applying the method of part (3):

3 5
X

y(x) = x—%+;—0.000137x7.

Example 4. Consider the nonlinear Fredholm integro-differential equation:
" ' ' 1
—xy (X)+xy (X)+y(x)+y(x=1)=f(x) +J.0 X’ [y(t—-DJIdt,

_x3(e2 -1

2

with mixed conditions y(0) =1, y'(O) =land f(x) =" +¢

2e

By applying the method of part (3), with N =6, the following approximate solution is:

2 3

y(x) =1+ x+%+%+0.0412x4 +0.00801x° +0.000718x°.

We are aware that the exact solution of the problem is:

2 3 4
X

x _ A
y(x)=e —1+x+2!+3!+4!+...

Example 5. Consider the forth-order nonlinear Fredholm integro-differential equation:

2y @ () +sin(x) y(x) +y P (x=1) = F(0) + fll e [y(t—Drdt,

with mixed conditions y(0)=-1,y(0)=0,y (0)=3,y (0)=0, where:
sin(4)

f(x) =—sin(x)cos(x)—cos(x—1)—e " (% —8co0s(2)—4sin(2)+ ).

By applying the method of part (3), with N =8, the approximate solution will be in the

following form:

y(x)= —l—i—%x2 —0.0415931x" +0.0000472x" +0.0011305x° +0.0000021x” —0.0000267x".

The exact solution of this problem is in the form:

4 6 8
X X X

— 2 .32 _
y(x)=x"—cos(x) = 1+2x 4!+6! 8!+

Let us suppose e(x) = |v(x) — ¥(x)[, where approximate y(x) is ¥(x). So the related

error can be seen in table (1). It should be mentioned thate(0)=0.
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Table (1). Error of example 5.
X -1 -0.8 -0.6 -0.4 -0.2

e(x) | 236 x107% | 539107 | 6.28 x107° | 3.36 x 1077 | 8.60 x 107°

X 0.2 0.4 0.6 0.8 1
e(x) | 116 x1077 | 1,31 x107% | 117 x107% | 220 x 1077 | 1.37 x 107*

S. Conclusion

It is usually difficult to solve nonlinear Fredholm integro-differential equations. The
proposed method to obtain a solution for nonlinear Fredholm integro-differenial
equations with time delay proves to be a simple and useful method. An important
property of this method is that we get exact solutions in many cases. The accuracy of
the obtained solution of the method can be improved by taking more terms in the Taylor
expansion.

This method is applicable in different types of integro and integro-differential
equations. Also, it might be applied for solving the following nonlinear Fredholm

integro-differential equations with time delay:

Y Ry 0+ B 0y (x=7)= f(x) +jab K(x,0)[y(®))"dr + j b K (x,0)[y(t=7)]"dt.

k=0

where p and ¢ are positive integers.
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